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Abstract

In the context of studying planetary atmospheres, 2D turbulence model with pa-
rameterized moist convections (MCs) plays an important role in understanding the
interaction between convections and large scale circulation. In this study, we ex-
amine the relationship between MCs and zonal jet profile. We found an important
phenomenon that jets tend to "migrate” from south to north when we generate vor-
tices with negative vorticity through a triggered scheme. Although it is found in
multiple experiments [Williams, G. P., 2002], [Chemke, R. et al., 2015], it was not
widely demonstrated and discussed in 2D QG system. In this thesis, we demonstrate
and give an explanation on the dynamics of jet migration, and the fact that its speed
is proportional to radiation strength S,., approximately inversely proportional to 3,
and is also affected by Rossby deformation radius L;. We then give an estimation
of the jets’ spacing via Rhines scale Lg, which is determined by L, and parameters
of moist convections. We also discussed the possible dynamical implications of Ly’s
influence upon migration speed.
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A TR FCEATR R T AR NERRR, KARIBRLIEARIT 2, FR
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FH EL BT B R AN R 26 BRI R PR S 2 5 R AVl XA RERIRN, Tk
XA REEV . Bl FEHUBR bR B X 5 AR X IR B AR - R, 1K
FERIR LRGP AU PO XU KRB i BB Bk 3 Jy. AHRZ
FEARE EA R SIRARR &, IR ERRmRmie, 1 HARE KRR NEEARE K,
DA T ORISR S A RE A R KR EES . ARE R RMARR &, Frelx T EERRE
WK BIR UL, ABH AR S 7 A B 26 )il BB B2 LF- 7T A AT, I Hol
B MHERSEBA Z [FAL. S5E b, AR KRR TR B T 200 A T,
KAE N BRI AT 2 P AT _ETF, X R ES Ry~ R A2 Rt ek, i AN
HER IR R FAMAURLLIE —HF, AR B 2 B2 e AT
TC BT XS IR RE S 7 2 A AR, X o e R0 5 2t 2 A2 45 R 1Y
BRI,

2. Inverse Energy Cascade

BT BT 7832 B R B2 B 4 ) TRt AT 2 IR 9B i . R (eddy) J2 iR ()
—NEARTREF A . FEARBE R, RIS SRAE RO . BT 4R
MAGH I inverse energy cascade IS, XL RN FE AL M 20k, 15 4
T, ANEUN B RS O — N BORRI e, AeE B WNBUIN R
JEAE B BB R . WA 5, 40N B e 4 B2 AN i 1 A e BN R R e 1T K Y
R e A B Rl RN SR BRI e, IX A e Bt 23 /N ROBE RS AN b A% 26 31 B QR
o XM=4ERGAFE, FONE=4ERGiT, REREFIOvRErRRIEN, MRRE
[ /N R A% 3

FATLLRIE-FEHL RS (forced-dissipation scheme) I #7141 inverse energy
cascade. & BIXFPEL G £ B FE K & RE = AR E RS (enstrophy) SF{H. fE—ANE
ATCREE TR B, — AMERTAR B e 7E e 2 25 (0] s RN BEA LB s hi G, Xk
TSR SN R B, R TR R SR s (R, fEsmia4E
ARG, R aRiE (forcing) AL B HCT A B~ A 1) — MrE L B, B4
WA R RE N re s, AE/NRUE J A i R . X R 2 RS — M2 X
PR« BEEIR” (friction) . FEFRATHIBEA , 5l & DL—AN il E REIAK),
HHRREZ R RS R, /N RURE W B AU RE H BRI B -
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3. Rhines REZANZ: [ S0 A L EE

Rhines iEWIfE 8 ~F1i b, BEEHAFLE inverse cascade ILR: REE 2 M/ MR
fig RE LT+ % Rhines RE . 7E Rhines JUZ L, Jitah Aimift e 42 K RE H) % i be
HeBh4EK) . Rhines REEE:?Q@%?HL Hp U RETTHRIEZE. HHh, BT g P
x FhAD y BHEAFEAGTFRYE, B inverse cascade 75 x 3l 7 M) & FF4E3] x Flife K
MAERE: k, = 0o MAE y B77 7 W HIE Rhines ]RUE . Bk, w0 RI4Hi A 20
LR T -

A2 inverse energy cascade 2B B R I 46 7] S i We 2 78 A B 7 3RAT]
E AL B INE (potential vorticity, PV) B4k Fefk. v ¢ FE N (principle of
invertibility) &H, WHARIER KK PV IRGRASE MRS REMLEEX
[l Pimmiash £5, XIEHNE PV BUEWKRBUHE, I HIXE4FE X < PV
B R SR BB /N X AR R . IR SN X B K2 3 A B o o 4= XA
wo GRRFIER PV o HARMAS BB BRIR U254, X S B B K i e Akt
T2 A 2 7] A

T SEFRATTHRs 2 B Ly B0 2 A e JE A% I8 B] Ceddy turnover time) JHFESF UM
AW, 2153 @Fﬁﬂ?@ﬂﬂ%\*ﬁélﬁ@ x-y WK R £ MR
N EBREE K] inverse cascade R FHIEMN], (HZLEAMNRE i 2 b a W FERE 2] “
B Ak DRIt TERIIRIS 22 & 1) [F PR i e 2 i e T AR IR BB “WEE% " R
IAMOEE R REE, A kx = 0 &, Pl Z4e it i, dimaiinl s x
77 1) FRY 32 5 AT T PR G B AU X S R i ) @it s, B y 7 I I RS 8 1
PRI A 4R 22 BARIL . BEARXAN IR A RA M N SR E M RE . (H2TRA]
HHEHMEZL R Rhines REE 275 AFFHI

4. BB K BUE T VE

FEXAT B RAHAT R, AT A R RS w2, BRI FRATTRHT 2
KRAATEAMN: ARl - P A ER J1Ae0E 2k, XK ARG — it 2
T HEHER A (2D Quasi- Geostrophic model, OG). 7E 4t #EER A, MR
FEWRJE T inverse cascade YEFAHH A TE OR RFESE M, MK REESMIFE x J7lA]
FESERTA T, A SmHE R T BIIRATH — MR I A RIESEILE QG
B A KR HEAT I
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AT 2 BT BRI TR AR RS NS e BB — 050 RAESME 6bar E 0.4bar 1]
RAZE . RAZIEFHIRAL, (HR W] LA RIIR 2 5 LA AN R4 BE R X a3
TR A T E SR R AR E R R . X WE KRR AR E, X B RE W
AR EA T TR AR . AR T K SR SR AR RS AR RIS, 5 PR IR,
XSS AR E AT IR B R SZ . SURFER, KA SR SRR e A
HMESETA R, BB ZMRER T . RIS — Mk S E L] 7E
AL T, AR AL BRI T A5 5 TN BRI UM R X B A i R o X AL
| A B BRI AE T SRR JN IR, AR AR, PTDAE QG AR R A& B IR LE I
LR 2 R RN o W A S R I AN L

FEZRTRIREFL T, Zhim 2R 2 10 FRIBT RARE T oK. H2 S TRATF R
BT BEKET [ AR B, IR A P S M A K (AR e, T A A AR BRI
IR 1A BT RS« BATME R [Williams, G. P., 2002) K [E, £ Williams FIHF 5T
i a) SN PR M AREE R . ERATMEE R, SRR WAL F
2y, it e N AL S, R RIS, FRATIAL T B S 1E 0 A B4
XA R RIE R ALR B AR . FEa b, R LUR LRI IS, TR IR 2
SRI: (D AR EE BB X IR E; (2) PV S RFEEE CRER: (3 4
471N ST ASE 2P R AR 0 A SR T o FRATT S TESE TR T R A XA 4
2.

WAL A T AR SH: 8, fWFmia S, PHIER YA Ly xRS
SURIRIBERIREIE . AR BT R E Kk LIEW T S, /8, HHAWZ L, M. iE
B S, /B HIRRIREER, HREH Ly BRI T . 176 Ly BUNHIR %,
MC G 1T & Lt mKmn e, Reec B mrde sk, mH WA RR
TP O BT L, IXRE R (R b MR 1 46 F) SR T RS

FERXFW O, 3B BERAAA TR QG B, I WA I 4 e
AL X S ) e LA = R 4 SR . SR = SR A I SRR IR, JF
Gy = RIE R R B ) R DU E R R RATTA Rhines X4 1) St IH]
PEREAT AT 5 — S AT R T b A 0] R — S R 3k — S 5T 1 1)

L B FEA
PATTH P ZE s B AR 2 KR, ﬁi%ﬁ‘]ﬁﬁzﬁﬂﬁ@o Hrp g KIRAL
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W, o RORTEREL, B RIEICR: o = gh/f. BAURE RA)EREE —
SEAE ho N ES— D@ /NG b, BB EE AT ARIR N ¢ = fo + By + V2-kZy,
Hort ey = 1/ Lgo £ERFI AR, BRATTEE LA 3200 A e S0 — A k09
A RIETE S, R B DX A A [E] 20 AN S R s B AN R il R R XS
WMERIEIT S(r,t)e S(r,t) &3 mi B e O AAR 73 I (A ) ek # . S, W IR, A
e BN R R R AL, BB IR RSZMA R RETUE V3¢, Hh
¢ = V2,

BATHABRZ 3%, I =0 A 58 B SR BTARA R x J7 [a) ) R B
AR R AT I2 H . FRATH =B Runge-Kutta J7 VAN 265 — FI S8 i 18] 75 253k
1THI6M, 85 Adams-Bashforth J73E1HEAE TR AP . EREARHRZEK
H, ﬁﬁ%ﬁL—AﬁE5&%%ﬂ%ﬁﬁﬁﬂ§%6m SRIGAE x J7 [l R
{6 B A, I N VPR ST A0 0 S T I ) P PO BR R o, 2 R AR BRI A A5
YA R ] R R AL BATK y D7 A SRR ECE N 0, RAMIEE A & T
JEHILE RSN, HANRATIEMA Arakawa, % BG4 4 St 15 5% B A0 52 30 B =
fHo AAMEATH R G ERAR (=0,

ﬁ%%@ﬁiﬂﬂ@”~lﬁ S, TN RIE . ARE A B ANE KRR A K,
R BATE S, BoNIER B 00 S(rt) REESHAHTR T . KT, X4
Fp R BR AN R R E IR o 5, WSl —ANEX R . X R S E
e AKHTE] Ther A2 Rpper 9RIEIRCKIEE Spmprs AR oo FE— DI ITH
PREXTRZ A R A F o AR B e Al 2 S S,  PRUERATTHE S BEN BEL

B PRI R 7 B AP A B R, Wk RBA. Heb s, FoRm A
A3 JE IR SRIE ,  Ce R IBATIR AR 7 S A X I AR i L Ag] . 34T TAT
CAEHIEARSE Cone A0S, KAFEH Spe UK Sampre S» HITFE TR [Li, L. et al., 2005],
Crne FTF 1 x 1074,

PATRE BN S B € 9: Ly = 4000km, B = 4.26 x 1072m~'s™, T, =
1.7 x 10°s =~ 2days, Ry. = 1000km, Cpe = 1 X 107*, Sypp = —3.75 x 1079572
S, = 3.125 x 107572, 1p, = —1.0 x 10"m?/s, Fl v = 10°m?/s. RN H1E 7
(1, X SC ) S e AR g R E M DA B S A BRI S A R
textcolorredglo

FRANT TR R A 2 PR I 2% 2 3 0 RS0, DI A L BEAT 7 Ik AR 22 7 %
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R, 238 250km x 250km A1 125km x 125km, (K% H 45 828000, FIRERS 1]
3 K AE AT R A B HH T o0 Tt 5 SR A A 4 OB, s i e
s ED A, x KRS v KR o SRR 7 R P R 2 1 A 4
F I 4 3 R0

=, GRARNE TR

AT SR, BRI S S 10 FF G BOR TR (o
. e, im e s — MR TR R S L Bk —
o Z I ERATHI 1) 43 928 1 R s B B — AN, -2 (aJRI-2(b ), &
RILERITI (MC) IR B 10 [ B 26 1 AR e 5 K (KRl A LT # . 75
Bl2(b), 75 MC it BRI T, PV GM &%, ZIaREERiy &1E
R AL 7 B R SR . TR, MC 2ok LRk PV S 5
B, 2 JEAERIAAX S R . SRR AR A, MO BbIA K PV IS
FRIRG N PV RSB AS e, S 8 m AR miT .

210 ARUI R Z BN L A E M. RAT0SE RE W A EAEEN . $—,
TR SR RRIEAI%, 5 5 OISR R. H2, HRAREERNE 3
(ARG, By B MR A f I—W R %L, BRI AT et % [Williams, G,
P. et al., 1082 e s 26 A1 2R N HUR IEAR 4 B — AN RE .

1.PV %z

WIHTSCATIR, WERATE g P b, WiER g b A BIE R R R, Kl
MBI IE R0, XFER S B EM ML PV fiis. ERERETE 8 Pl L
(1, 78 MC ¥ dbi S BEE R H AR, MC A5 thamigitiss), FHibeflskix
SO EH HET RN R s B AL I A R AR A AR A AT IR 8 )
P FONIEF RUALL SR PV HE R T rLAH, FgEERE MC 2K
JEARHEXS R, SRS AR R B R Rl HERE S ZIRE.

KT PV LIRS VEI TR TE JE AR IE LA = 258 —0

2.PV &M
T RIS EUL & E, MC AR TEN K REL, —BREEHTESE S
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Fes it Atid. FEHEZE PV SM REERY BC (dkid OLE-A(a) A1 feam]. 4
MC RAEEGH K AB BN, ExmmE#s)ifad it aidsEld BC, RE1E
AB FHFIZE -AF& CD LiHk. HT PV LN, AB [—#B4% PV HEK
A H14E CD [ PV EEUN SR, 3R] DUBEfE A 5 %7 i L 3 1 — otk
8. R PV HIABIAE CD EF MC REFHIH K. Hik, BRFERRK MC “WH
/N7 BC B PV H, {HXSEPR B2 PV MR FR G LR .

IEH R —ARRBNSARE MC P4, fEEATER G 2R e g
AR I, X A S B AR RS A W AL IE R . MC X PV 1
Aﬁk5%%mﬁﬁkﬁﬁ$®’E%Wﬂﬁm%%mﬁﬁLL@MCﬁﬁEﬁ

, FEREREZ AN PV SHE. B MC & RSIERNsh 7, BRI 3
M) MC FEARSIT AR SR, FRE PV G5, IRRFEER I . Ktk
EARFFEEA WIS MC M, {H2 PV SR R B P17 308 e (10 26 1) 2t s
HRFEAAL . 16 y-PV “FHKN, HAIMEHIEM, PV S1E PV #lim LF23): H
T MC X} PV WiiatEH, PV GM7E y #imdeigsl. FEit, PV G F R F 1
FRIRAR, WA Tt Fid#s).

3. I
XA BRATENFITHIEES S, /8 R, URES Ly %R, 14 PV
ik, 8 y-PV Pl PV R %R 3. NE[]TamitBExs s, 2
EMY, 5 8 Mm%, 7 y-PV Flith, fFAEmiaf MC #ias s pv
Ui A RS, DRI R R S R R I AR B B A L
. DRBEIRA I3 2 @¢ﬁﬁmLV H R %R AN R R AE y-PV P y 4 LT
3. BREIRATEI N — AR R BB vy = S,/ mx‘&‘zﬁm%
WHMIERT B (%, T HEEREIh Ly 550005 5 BB . X LR
RIELL R AT : (1) PV @I ARRSZEIRR 8 KM (2) AN
AR R E e sl 2 B AR, R X R R 23 Ly A R, FIS2H
. REEL], PV GW LEEEIHERRACER: EOREZET 8
ff, OAE KK 8BS EEAY PV Fili. B, %4 MC Fit— /AN A
I, B4 PV G LIEBRA G W BB A I A R A LR .
Ik MC 3R PV S E &S PR ARG Ly, MAULRE T T . 1

25



EANFKMAET, WREESH-FIHIRZE ) BALRTEEEEAN iy = S0/ (8-FK)-

B, BRI AR LA BOEAE R, ﬁﬂ@@o FERAT G R A, Ly /D
FAIS fige 2 17 LU e sh AR R L 2N T Ly KIS i 3 H Ly ZNHIRHE, MC AE y 77
) [ BN — e, PR e b ok PV B R BME B R R AU Ly K
S e WS, e TG A e s R SR A H A b, S84 PV b —2k,

N, Ly SRR SRV S A AT EENE L. £ EmmhIkin ik
Hh, RRUBE SR ) B /N R T It 1) KRB e Bl JE Y inverse cascade 135, JFH.
T A B ) 5E 5t R B Rhines scale 45 H o HZ 3RATTH AN FE i i JUEE DA 4 FE
I R R BPesh RE - AERATTHEE R, B Wi bL BB bEE Ly f3g b, ok
U DT LA BEE Ly XGImAEin, AT A B — MK RE A E@]*H
@Fﬁﬁi’%ﬁ‘]igﬁqj, M BEAE Ly BIXINMIEEEIRE Ry, I HITH 8 R 1K
. XTI T RATRE R R RN A AR 2\ BT R, i
RERS RO s RE R AL N D e sh, A B SRR ERIN PV 8B
BC Bthe XFFITHMEHM ARG . WX AR AL, 1T F AT A
8 MC MR R sh &5 # A BAE R E R 51— J7 1, Pt K REE T
KN WRZB Ly K5, RXFHEH DR AIE . BRI RE A FFEHRATRES
Rhines REZFHEL S .

DU 3 f 1A
ERAT I, 208 R NI AR, NGB RN k. g &
SER IO AS S B, A IR ELE S 1, B LATRATAT LU B8 L4307 1 77 0
51 J5 00 0 B 1) B AT S0 . 3RATT G097 B 7 V3 2 S R 26 1 F 480 1 0 AT 6
16, SRJBT SR )25 K R R D28 1 BE B PR RBRE 22 . TR 1 245 SR
b 1(a). A EAFMTR T, Lo SRR SRS, K.
BRI, mT 8 FHIS MR x HF (R RETA
F5 y il (Gl HREE, (B2 R ER Rhines R RIEL . FA1RIS 1
AT A% Ly FUEAS MC BRI S,y S5 ETEIABEG %0 Sy MIFEIER IR
FAIES
%WWN%MmRE%EH%W%%EEOmmﬁﬁﬁm:Lm:¢%%$,ﬁ
o U b A k. R Rhines REM#REANRED. wREAd, 4 L, woh,

26



hI 2RI . AVE B SIAFE R Rye TOHIE, RIS MC HBRIA Siy
M. EB-L(b]#e3 Ly T DR AFH TINEE [/ 2090 0 1A B .

T, diefiEE

R W S 1 FRATRSE 2 Y 21 R B R AU 4 dE s A AR B EIR T 5, O
HXP AR EAT TR 2 JFIRATEAE H, R IRHie 7 IRATE A
DL AEACBR A 7] 2T B I 5

FEAR B Z4Eimiit R, FRS 0 RE R TR AR L Re -, RIS e R
WRZ HARPT . 72 y-PV P, 5BSHER PV G E#sh, MC =R
Hrc AR S ERMER S A Resh. PRtk T4 5 IR0 R AE B4, 4 ) S
TR —NDBARING . WIEZXNHEE, RITTIN wpy = Sr/8 TR SEPRITIT R E
JESZ AT, XUEW] T RATA T H PV s R 2T B A A8 2 B W . FRATIE
ek Tttt 4 B Ly 2R BERPRIIEBERE up A3

FHL, Ly 23550 IE RS T )X AN 35 SE T BEIE RS UE — SEIE N S 4 n) SO L
YERMIE 1l R . ERATIEE R, B G 2% Rt A RF/DR
JERSERY y 77 A1 Rhines REAHARI R EEF x J7 18 JLP LR RE: H510[E
AE x JT I T 5 — MR E RE . £E x J7 1) i 2 17 L e s il o A7 TR
Hlp, HRILATHE KRG — NIRRT Ly BB RIE N XA R TR g
AAHEAE AR RE MRS MC BREEBET N, S 5 5ROy
WL s RE R

PAERTE R 78 T 1 T e i) e«

(1) B ] 5E 1 2 W L KR A AT A DB 7 AETRATTH &5 3 rh e i SR 32 A
T Ly (B EWRAER AN BB = A1 . BRI — 5 A R KB 3 1 4/E F B
s

(2) fE4ila b, A RIZA Rhines 72— ? Rhines R R LB YR RE 0
R eE, (H2fe x JmEARA S RE. £ —J71H, Rk 2 i
LK AT A ATAT Rhines REZAEH AHAL. PRIE X W] RE/2 Rhines REEARILAE x 77
] ) — MBS

(3) KRE FERASA N SRIEB MR ? AT LR, im0t
(R 28 KMEAE 1072m/s WREE b, BRIHGE IS I A 1 EE AR 5e A 7p 2 i 21

27



RIS (HRRRENRAAES T, WA W SR EAT R A B T3
ATER A — L e T e A AR AR S

28



Chapter 2

Introduction

2.1 Jovian Atmospheres

In terms of composition, solar system planets are roughly divided into two major
categories: Terrestrial planets (Mercury, Venus, Earth and Mars) and Jovian plan-
ets (Jupiter, Saturn, Uranus, and Neptune). Terrestrial planets are also referred to
as rocky planets because they are primarily composed of metals and silicate rocks.
These planets have solid surfaces (or some has liquid surface such as Earth) and al-
though made of different primary components such as nitrogen (Earth), carbon diox-
ide (Venus and Mars), their atmospheres are relatively thin, referred to as secondary
atmospheres. For warmer inner terrestrial planets, most of its light gases during its
formation is lost due to hot surface temperature because of too much solar radiation,
small mass of the atoms and insufficient escape velocity of the planet. Different from
Terrestrial planets, Jovian planets have tremendously thick atmospheres which take
up most of their masses, and they don’t have solid surface. They are massive enough
to attract and hold large quantities of light elements. They are also called the outer
planets because they are further than the inner planets, resulting in much less intake
of solar radiation. Jovian atmospheres are primary atmospheres composed of mostly
light gases as hydrogen, helium, methane, and ammonia [Taylor, F. W., 2010].
Because of no obvious rocky surfaces and considerate energy intake from the sun,

Jovian planets (also called gas giants) have completely different dynamics regime
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from terrestrial planets like the earth. This posed a problem which should be dealt
with in a novel approach. As the largest and most turbulent jovian planet in the
solar system, also where the word ”Jovian” adapts from, Jupiter serves as a primary
example in the field of planetary atmospheres. We thus take Jupiter as an example
to show differences between terrestrial atmospheres and jovian atmospheres in this

introductory section.

There are several predominant differences between Jupiter’s and Earth’s atmo-
spheres: 1. difference in atmospheric composition (hydrogen, helium, methane and
ammonia in Jupiter and nitrogen, oxygen, water vapor and carbon dioxide); 2.a large
heat source beneath Jupiter’s atmosphere; 3. essentially infinite depth of Jupiter’s
atmosphere without solid wall lower boundary, which indicates that there is no con-
straint on vertical movement or frictional drag; 4. jupiter’s ten times’ diameter and
more than two times’ rotation rate compared with earth, which means that the Cori-

olis force on Jupiter is much larger.

From the outside, the earth has transparent atmospheres that absorbs or reflects
little solar radiation, which allows the rocky surface beneath to heat up, warming
air parcels near the surface to ascend. And being near to the sun also means solar
radiation is more strongly affected by latitudes: positive net influx in the tropics and
negative influx in the polar areas. Thus the temperature gradient between tropical
zones and polar regions is apparent on earth, which forces the Hadley circulation,
westerlies and Rossby wave. On the other hand, Jupiter has very strong zonal jets
together with giant turbulent eddies, and it has extremely thick atmosphere which
makes itself impenetrable by the solar radiation. Distant from the sun, Jupiter also
intakes negligible short wave energy. Thus it has negligible latitudinal temperature
gradient in view of global scale atmospheric movements, and it has no global merid-
ional circulation as the earth. Instead, upper air parcels are cooled because of outgo-
ing infrared radiation, and inner air parcels are heated by internal hear source. This
scheme results in only regional convection, unlike the general circulation on earth.
Convections on Jupiter are almost anti-cyclonic, the great red spot being the primary

example. This study mainly focuses on the interaction between convections and large
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scale zonal jet structures, and our treatment will be discussed in the latter parts.

2.2 Inverse Energy Cascade

Current researchers hypothesised that the jet bands on Jupiter, highly turbulent in
small scale but constant in global scale, is driven by eddies. An eddy is a region in the
fluid that is behaving coherently and rotationally. In terms of Jupiter’s atmosphere,
eddy largely means regional convections. These regional convections are transformed
into strong zonal jets because of the Inverse Energy Cascade in 2D turbulence system.
In 2D fluids, vortices (convections) interact with each other by way of "vortex canni-
balization”, when two small eddies merge into one larger eddy, and energy flows from
small to larger length scales. In the scheme of 2D Inverse Energy Cascade, energy
from smaller scale is expected to consecutively cannibalizes into larger length scales,
which means that initial small eddies tend to cluster and merge into larger eddies,
and larger eddies are also expected to create even larger eddies [Rivera, M. K., 2000].
It is quite different from 3D system because in 3D systems, energy flows from large
to small length scale due to eddy stretching.

We will describe briefly about the inverse energy cascade in the forced dissipation
scheme of 2D turbulence system. The counter intuitive behaviour of inverse cascade
is due largely to the interacting conservation of energy and enstrophy [Vallis, G. K.,

2006]. The enstrophy is defined as equation EI

L[
7 2/A< dA. (2.1)

In a nearly inviscid fluid, a vortex of any shape would be elongated due to stochastic
motion of fluid, and because the area of vortex is preserved, the vortex would appear
tilted. At the same time, the enstrophy is moved to smaller scales while energy is
moved to larger scales (figure Ell) In the forced dissipation scheme, where forcing
scale is usually at a separated set of scales in the spectrum space, the energy must

be removed at larger scales while enstrophy must be removed at smaller scales. This
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requires that in order to acquire a steady state, the modelled system must have such
friction that satisfies this removal requirement. In our model, forcing is added with
stirring of one constant scale, and the transferred large-scale energy is reduced by

uniform radiation forcing, and small scale enstrophy is balanced by dissipation.

52/3 k—s/s
energy
transfer ”
> £
2 - 1 \I/6
@ stirring Joo ~ (___)
c ' 4 v3
L
enstrophy
transfer
dissipation
Wavenumber

Figure 2-1: Energy spectrum of the 2D forced-dissipative turbulence system. Energy
and anstrophy are injected in form of "stirring” at a particular scale. Then energy is
transferred into larger scales (smaller wave numbers), whereas anstrophy is moved to
smaller scales (larger wave numbers) and then dissipated at that scale.

As for Jupiter, the shallow layer are seen as a 2D turbulence system because of its
large horizontal scale and small vertical scale. According to [Williams, G., 1978] the
primary hypothesis is made that Jovian characteristics-the axisymmetry and scale of
the bands, the zonal currents, the waves and eddies—are all essentially a feature of two
dimensional turbulence on a rapidly rotating planet, with the turbulence being ener-
gised by baroclinic instability. The consistently produced moist convections served as
continuous replenishments for the Inverse Energy Cascade. Therefore, moist convec-
tions serve as small eddies that merge together into larger eddies, and when a large
eddy stretches onto the boundaries in x direction, it becomes large scale zonal jet

structure.
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2.3 The Rhines Scale and Zonal Jet Formation

Rhines [Rhines, P. B., 1975] showed that on a /3 plane, there is an inverse cascade
in energy spectrum. The inverse energy cascade ranges from scales from the smallest
turbulence scale up to the Rhine’s scale. At Rhine’s scale, the flow motion turns from
turbulence to large scale Rossby wave regime. Consider geostrophic turbulence that

is stably stratified and in near-geostrophic balance, we have equation:

0
S tu V(=0 (22)

If ( ~U/L and t ~ T, then all three terms in the equation is scaled as U/(LT),
U?/T, and SU. The time-dependent term is determined by the other two terms, in
other word, time scales associated with advection or Rossby frequency is determined
by length scale. If scale L is small, advective term dominates representing eddy
advection and mixing, and if L is large, the S-term is dominant, which represents
Rossby wave propagation. The cross-over scale is therefore given by
U

L= 7 (2.3)
The U represents root mean square velocity which is easier to evaluate, though
might not be satisfactory in view of turbulence. In fact when we really look into
the cross-over scale using phenomenology of two-dimensional turbulence, equating

2/3 and inverse Rossby wave frequency k/3 we have

Lg = (%)1/5, (2.4)

where € means energy input per unit volume by stirring. However, the scales, Lr and

eddy-turnover time 7, = ¢ 3k~

the [-scale

Lg, are not necessarily energy containing scale, but just the scales at which 5 term in
the vorticity equation becomes dominant: inverse cascade can continue to transform
energy to larger scales [Vallis, G. K., 2006]. The inverse energy cascade thus is not

"suppressed” at Rhines scale, or 3 scale. In the context of geophysical turbulence on
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a [ plane, there is, however, an asymmetry between x direction and y direction that
inverse cascade continues to k, = 0, which is the largest scale possible in x direction,
while remaining constrained to the Rhines scale in the y direction. Therefore the
banded zonal jet structure is formed.

To explain how inverse energy cascade is transformed into formation of banded
zonal jet structure, we need to focus on the advective characteristic of potential
vorticity (PV). The principle of invertibility suggests that PV mixing by turbulent
eddies would eventually result in distinct latitudinal regions dominated by horizontal
vortical motions where the PV is almost homogenized, separated by sharper jumps
of PV on which the motion has a more wavelike character. According to this view,
the zonal mean PV field develops naturally into a staircase structure; the flow is
anisotropic and typically dominated by narrow zonal jets along the jumps in PV

[Scott, R. K. et al., 2007]. The wavelike sharp separations between each PV regions

is where Rossby wave dominates.

0.5

Figure 2-2: (a) The anisotropic boundary between turbulence and Rossby wave. Out
of the "dumbbell” like boundary, turbulence term dominates, and energy spectrum
can cascade from smaller scale to larger scale, while inside the dumbbells, wave like
structure dominates and energy transfer is suppressed. (b) Free evolvement of an
eddy’s phase space on a beta plane. The eddy is initialized to be isotropic, but later
piled up near k, = 0 and excluded the dumbbell area, which means that the eddy’s
latitudinal length scale dominates over its meridional length scale.

Here is a simple explanation of how cascaded large scale results in banded zonal
jet structure. There is anisotropy inherited in Rossby wave, and such anisotropy can
give rise to predominantly zonal flows and jets [Vallis, G. K., 2006]. We assume

that the turbulent eddy transfer rate is inefficient at the scales we are discussing,
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and Rossby wave dominates the dynamics. If we equate the Rossby wave frequency
and the inverse of eddy turnover time, we have solutions for x and y wave number

components in a dumbbell like shape (see figure )

Within the dumbbell energy cascade is inhibited while out of the dumbbell, the
energy spectrum will transform onto the dumbbell boundary. Therefore, if evolves
freely (figure ), an initially isotropic spectrum would cascade into larger scales
but avoiding region inside the dumbbell and piling up where k, = 0 [Vallis, G. K. et
al., 1993]. Therefore banded jet structure is formed across the x boundary, resulting
in banded zonal jet structures, while on the other hand, meridional structure remain
constrained from cascading to larger scale. The meridional jet structure is not clearly
explained in this simple theory, but we can expect the meridional wave number to be

closely, if not precisely, associated with the 5 or Rhines scale.

2.4 Numerical Modelling Approach to Jupiter’s At-

mosphere

In numerical simulation of planetary atmospheres, we focus on its large-scale and
often complex zonal jets. We introduce incompressible flow, geostrophic balance and
hydrostatic condition, which lead to the so called Quasi-Geostrophic model. In 2D
Quasi-Geostrophic(QG) system, eddies merge together into large structure because
of the inverse energy cascade, and when the large structure stretches across zonal
boundaries, jets are formed. Thus we use a 2-layered QG model to simulate planetary

zonal jets by generating eddies, which represent moist convections.

According to our preliminary investigation [Li, L. et al., 2005], Jupiter’s atmo-
sphere is divided as follows. One is shallow weather layer on the outside, which is
between the base of the water cloud at ~ 6 bars and the level of emission to space at
~ 0.4 bars. It is also highly turbulent and can visibly segregated into several bands
at different latitudes. The other is a deep reservoir with constant movement, with a

stable interface between itself and the weather layer. This scheme is stable if weather
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layer has potential temperature higher than the reservoir. Air parcels from the reser-
voir is converted into the weather layer when its potential temperature equals to that
of the weather layer, and its hydrostatic balance is violated, and a regional moist
convection event is produced. At the same time, steady infrared radiative cooling
converts the weather layer air parcels into the deep reservoir. We therefore introduce
a triggered parameterisation of convection, in which convections are triggered in cy-
clonic regions in the upper layer, where the stream function falls below a threshold.
This is reasonable because when air parcels are cooled, their layer depth becomes
shallow, and so does the stream function because they are proportional to each other

in a QG system. This treatment fits also into observations [Little, B. et al., 1999].

When air parcels are injected from deep reservoir into the weather layer, mesoscale
anticyclones are generated, with negative vorticity forced into the domain. The steady
radiative cooling effect generates positive vorticity. This scheme serves as a balance
between anticyclonic and cyclonic forcing which satisfies conservation of PV. During
the adjustment between small-scale turbulence and large scale radiation forcing, the
energy injected by MCs are transformed to large scale structures like the Great Red
Spot and zonal jets via inverse energy cascade [Li, L. et al., 2005]. And the mechan-
ical energy is conserved with small scale turbulence energy injection and large scale

dissipation [Scott, R. K. et al., 2007].

It generally takes a short time (about 10 years) for zonal jets to stabilize, but
when we integrate for a longer time, the jets’ profile does not maintain stable but
is migrating in decadal scale. We found our result different from that obtained by

[Williams, G. P., 2002], where jet migrates to the equator. In our model, negative
MCs tend to move from north to south, and zonal jet structure almost certainly
moves from south to north, which seems not quite physical. In this thesis, we give
an explanation in terms of the conservation of potential vorticity (PV). In fact, this
migration must happen if: (1) conservation of PV retains all over the domain; (2)
PV staircase profile maintains; (3) radiation forcing is balanced by moist convection

forcing. We will demonstrate this result In the later part of this article.

We also examined different parameters: [, radiation forcing S,., deformation radius
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Ly and their effects upon the migration phenomenon and jets’ spacing. We found
that the migration speed is roughly proportional to S,/3, and is also affected by
Lg4. The relationship between migration speed and S,/ is obvious. But it is rather
complicated between migration speed and Ly, because L4 affects the MCs’” movement
by controlling time that MC stays in one staircase plane, in that under condition
of smaller L;, MC stays on the platform for longer time, exchanging less air parcels
between north and south, and is harder to transfer into Rossby waves compared with
larger L.

In this thesis, the second chapter gives a short description about our QG model,
and is composed of two sections discussing time, spatial resolution and aspect ratio’s
impact upon the model output; the third chapter introduces the meridional migration
found in our results, and is composed of three sections discussing a possible explana-
tion of the dynamics underlying jet migration; the fourth chapter shows our prediction
of jets spacing by calculating the Rhines scale Lg; the last chapter discusses problems

in our research and leaves some open questions awaiting further investigations.
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Chapter 3

Model Description

We simulate gas giant’s atmosphere with a two-layer Quasi-Geostrophic model. We
set the deeper layer as the reservoir, and the other layer as the weather layer. The

primary equation is as follows:

% +J(,q) =S, + S(r,t) + vV (3.1)

q denotes potential vorticity (PV), 1 denotes stream function, and it’s proportional
with layer depth h by ©» = gh/f. In our model’s approximation, we assume layer
depth h = hg + A/, and b/ < hy. We run the model on S plane, so that ¢ =
fo+ By + V2 — k2, which is to the first accuracy, where k; = 1/Lg, Ly being the

Rossby deformation radius.

While adapting equation El], we have two forcing terms and one viscosity term
to its right-hand side. One of the forcing is uniform radiation S,, which is the same
constant all over the domain, and the other forcing term is S(r, ), which is triggered
by a threshold value v¢.. S(r,t) is dependent on the field point’s distance to the
convection center and integration time. The uniform radiation term S, is positive
so it reduces ¥ off the domain, and represent cooling effect on the outer layer. The

viscosity term is vV?(, where ¢ = V2. And the equation is changed to @:

(V? — kﬁ)%—f + J(¥,g) = S, + S(r,t) + vV3C. (3.2)
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In this equation, g is given by g = ( — By + 2 and the 1)y is the stream function of
the deeper layer, acting as a reservoir. This value, 5 should be used later when we

discuss uniform under flow.

We use finite difference scheme with a Poisson module containing a tridiagonal
matrix solver and Fast Fourier Transform module from the Numerical Recipes [Press,
W. H. et al., 1986] to solve equation @ The model is initiated via Runge-Kutta
third order algorithm for the first and second time step, and then integrates in Adams-
Bashforth scheme. In every time step, we evaluate the Jacobian term, viscosity term
and triggered convection adjustment using the values from previous time step. Then
we feed the adjusted time derivative of ¢ and the right-hand side of equation @
into the Poisson solver, which performs Fourier transform along the x axis first, solve
the tridiagonal equation in the frequency space, and then perform reverse Fourier
transformation to get stream function in the physical world. We set the initial field’s
two boundaries in y axis ¥ = 0, and %—If = 0 in every time step, to secure stream
function being the same on the two boundaries, to maintain no mean zonal flow.
And we adapt Arakawa’s Jacobian boundary regime to satisfy conservation of energy
and enstrophy in space [Arakawa, A., 1966]. We also create stress-free boundary by

setting ¢ = 0 on the boundaries.

The first term on the right-hand side of equation , S, represents radiation. As
Jupiter and Saturn have almost uniform temperature of the outer layer, we set term
S, constant and positive. The second term S(r,t) represents our parameterization
treatment towards convection. We set certain threshold value of stream function as
1., once the stream function of one particular region in the domain falls below ., one
convection will be triggered. Moist convections (MC) have parameters as age T,
radius Ry, forcing amplitude Sy, and triggering value .. In one experiment, all of
the convections have the same T},., R, and Symp. And their forcing varies as time
develops in a parabolic form: ¢(7},,. —t) after it is created. Also we set S, negative
to create anticyclonic convections. These anticyclonic convections simulates hotter air
injecting from deep layer into the upper layer. In order to meet mass conservation, the

radiative forcing and MC forcing should balance each other, therefore we introduce
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equation @:

Sy + Spe X Cre =0 (3.3)
Where S,,. is given by:
1 1 Tmc R'mc
Sie = Too w I /0 /0 S(t,r)2nrdrdt (3.4)
and S(r,t) = Sempi(1 — TLmC)ﬁ(l — RTT2) SO Spe = %Sampl. Different from Sgp

and S(r,t), we have S,,. representing the time and space averaged forcing produced
by MCs. C),. is the fractional area of MC over the global disk. Because we assume
that positive PV forcing is balanced by negative PV forcing, we can use this as a
parameter to evaluate S,,. given S, [Li, L. et al., 2005]. C,,. is set to 1 x 1074
based on Galileo [Little, B. et al., 1999] and Cassini [Dyudina, U.A. et al., 2004]
observations. S, is evaluated under the conservation of mass, see the Appendix A in

[Li, L. et al., 2005].

We set our default parameters as: Lq = 4000km, 8 = 4.26 x 10~ 2m~ts7t T, =
1.7 x 10°% ~ 2days, Rme = 1000km, Cpe = 1 x 107, Symyt = —3.75 x 109572,
S, = 3.125 x 1071572 ¢, = —1.0 x 10"m?/s, and v = 103m?/s. Unless otherwise

epecified, experiments in this thesis are fixed with the same parameters as above.

The default output result is shown in figure Ell

3.1 Resolution

We tested two spacial resolutions, 250km x 250km and 125km x 125km, and three

lengths of time steps to find out the difference. The parameters and results are shown

in table @ and figure @
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t = 10 days

15 23 31

t = 5 months

Figure 3-1: Standard output of the model. These figures correspond to different
stages: the upper left is the initial pattern; the upper right is integrated for 10 days;
the lower left is 5 months and lower right is 63 years, when the model converges to a
steady pattern of zonal jets. Within each panel, contour graph on the left is stream
function ¢ in 10m?/s, with x and y ticks in 1000km; and the profile figure on the
right is zonally averaged velocity, in terms of 1m/s. The yellow dashed lines in each
plot are defined by d*U /dy? = 3.
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Table 3.1: resolution test parameters

label | resolution(km) | time step(103s)
(a) | 250 x 250 1.0
(b) | 250 x 250 0.5
(¢) | 125x125 1.0
d) | 125x125 0.5
(e) 125 x 125 2.0

—
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| |
=10 10 0 7 15 23 31 -10 10

Figure 3-2: The plot of resolution experiments. (a) and (b) corresponds to time
step 1.0 x 10%s and 0.5 x 10%s, with spatial resolution of 250km x 250km. (c) and
(d) corresponds to time step 1.0 x 103s and 0.5 x 10%s, with spatial resolution of
125km x 125km. All the snapshot are taken at the time step for 7.5 x 108s, which is
23.8 years.

Our model failed to produce converged result in case (e) when time step is set
to 2.0 x 10%s when resolution is 125km x 125km. And except this, spatial and time
resolution does not have significant effect on the stream function field and zonal
velocity profile. Thus we set spatial resolution as 250km x 250km and time step

1.0 x 103s as our default parameter.
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3.2 Aspect ratio

In this section, we would like to examine the results of setting different lengths of x

boundary, while keeping y boundary length the same. The parameters is written in

table @

Table 3.2: aspect ratio test parameters

aspect ratio(X x Y) | domain(10%km)
128 x 129 32 x 32
256 x 129 64 x 32
512 x 129 128 x 32

We found that when x axis is extended, K E,onq/ K Ecqqy becomes smaller. K E., 44,

denotes eddy kinetic energy, and K FE.,,, denotes zonal mean kinetic energy. K E,qqy

and KFE, ., is defined by:

LenX LenY

KFE,qy = Z Z u + v (3.5)

LenX LenY

K Eoonar = Z Z 2 (3.6)

where v = u — u, v" = v — @ (the over line means zonal average). In our program,
v equals to zero because we adapt solid wall boundary in y axis. If the ratio a =
KE. i4y/ KE,ona is small, it means that we have better zonal jets structure, and if
it’s large, then eddies dominate the whole domain. On the other hand, longer x axis
means that if we do experiments on a region more like a "band” on the planet rather
than a square "region” on the planet. As illustrated in figure @, the aspect ratio
doesn’t affect zonal velocity profiles very much. Each peak-like anomaly in figure
@ reflects one triggered MC event. When integrated time goes to more than 15
years, « in all three experiments remain under 0.5, while as x boundary prolongs, the

peaks are smoother in the profile. It is true because we use the same parameters of
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Figure 3-3: Ratio of eddy kinetic energy to zonal mean kinetic energy. All the three
experiments are integrated for 10° steps, which is 10? seconds, approximately 31.71
years.

convective events, larger domain (longer x axis) means MCs happen more frequently,
but at the same time, during each MC event, there are more banded jet structures
compared with vortex structures. Therefore when x boundary is long, o becomes
smoother but comes with more anomalies. However, since 128 x 129 grid points
already have acceptable a values, we use grid points 128 x 129 as default aspect ratio

unless otherwise specified.
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Chapter 4

Meridional Migration of Zonal Jets

In this chapter, we first show the result in our default run that zonal jet migrates
after the model converges from small-scale eddy turbulence scheme to a large-scale
and stable zonal jet structure. Then we further discuss the mechanism and properties
of jet migration in terms of eddy momentum flux and PV transportation of MC, PV
mixing and PV staircase associated with zonal averaged jet structure, and migration
speed as a confirmation of our hypothesis.

In our experiments, jet starts to migrate in about a decade after the model is ini-
tiated. This phenomenon is clearly demonstrated in figure El] The zonally averaged
jet profile remains almost the same as they moves from south to north.

From figure El!, it is shown that zonal jets "jump” as one convective event happens,
and we increase the time resolution, and track one convective event, as in figure @
and figure . From figure we can see that as one single MC moves
to the south, zonal jet moves from south to north in a short time scale, about 5
days. This is why in figure @, jet structures appear to be discrete components
that ”jump” northwards as MC goes across when expressed in years’ scale. In figure
, PV staircase is smoothed and pushed northwards when MC goes across the
steepest part, and then the steepest part reforms a short distance north of its original
place, during which MC carries large PV air parcels from the north to south and then
mix with them in the southern flat region. This coincides with our hypothesis of PV

transportation that during an MC event, larger PV in the north is transported to
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Zonal Velocity Migration Contour

y (1000km)

time (years)

Figure 4-1: Hovmoller diagram of velocity field (m/s), representing zonal jet migra-
tion. In this diagram, y axis is meridional coordinate in terms of 1000km, and x axis
is time, in terms of years. The blue tiny dots on this figure is MC tracks. Zonal
jets migrate as MCs cross the banded jet streams, while it is stable in time intervals
between MC events.
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Figure 4-2: Contour plot of (a) zonally averaged velocity (m/s) and (b) PV (107%s71)
during a MC event. The black track is MC center’s y coordinate plot with time. In
this diagram, y axis is meridional coordinate in terms of 1000km, and x axis is days.
Figure (a) shows that when MC crosses a zonal jet band, it moves the local maxima of
zonal averaged velocity to the north, in days’ scale. Figure (b) demonstrates the PV
transport scheme of the MC vortex: in the first several days, MC accumulates with
time by Symp forcing; after day 5, it moves southwards together with parcels of large
PV south of it, while continue mixing with these parcels; at the same time, albeit hard
to recognise, the steepest part of PV (say, the center of the yellow band) is moved
northward by about 100km. Figure (c) shows PV zonal averaged transport. There is
a strong positive PV transport surrounds MC while a strong negative PV transport
is south of it, representing MC’s southward movement of itself and its surrounding
PV transport respectively.

south while smaller southern PV is transported to the north.

The zonal jet migration structure is affected by various parameters. Our results

48



have two noticeable properties. First, the migration speed has a positive correlation
with radiation forcing and negative correlation with 5. The fact that § decrease
migration speed could be interpreted as an increase with rotation rate, which coincides
with [Chemke, R. et al., 2015]. Second, the number of jets shows an increase with
B. Because [ is the first derivative of Coriolis parameter f, this might be an detailed

implication about the positive relationship between rotation rate and jet numbers as

in [Williams, G. P. et al., 1982].

4.1 PV Transportation

As is discussed above, our triggered convective parameterization regime produces
MCs where in the domain, the stream function of a cyclonic regional minima point
falls below the threshold value .. And the triggered PV forcing is centered on that
point. These anti-cyclonic convective events move northern air parcels to the south,
and southern ones to the north, which results in almost equal PV transport to south
and north if not on a 8 plane. Because it evolves symmetrically. However, after MC
transported northern air parcels around itself to the south, MC itself also tend to
move southwards. So they "push” air parcels from the north further to the south,
while southern parcels remain where they were. Normally air parcels north of the
MC have PV larger than those in the south, so the comprehensive result is that MC
move smaller PV from south to north and larger PV from north to south, while they
cancel out the large northern PV they brought to the south with their own relatively

negative PV values.

In view of eddy zonal momentum flux in the y direction, if we take zonal average

over equation @ and assume that partial derivative is commutative, we have:
7= — (). (4.1)

And we also consider eddy potential vorticity flux. We again take zonal average to
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Figure 4-3: A typical process of MC transportation effect. Upper panels are PV
fields of different stages in MC’s lifetime; lower panels are PV transportation ¢'v’. 2
days after it is triggered, MC starts to move southwards. There starts to be strong
surrounding negative PV transport on the right of MC and soft positive PV transport
on the left. On the fourth day, surrounding negative PV transport starts to dominate
while positive PV transport disappears; and positive PV transport within the MC
is larger than negative PV transport. On day 17, MC’s meridional movement slows
down as the PV transport starts to be symmetric. Rossby waves are also generated
in the northeast.
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obtain:

51 =~y 1) (4.2)

The derivation of equation @ and @ is shown in Appendix A. From equation @
we can see that the time derivative of zonal averaged PV is equal to second-order
y derivative of zonal averaged eddy momentum transport, or negative first-order y
derivative of eddy PV transport. If an eddy is generated in the domain, we take
zonal average to show its PV transport effect: when OW/ OJy > 0, the eddy tend to
move PV from south to north, and when 8@/ 0y < 0, the eddy tend to move PV
from north to south. If we look into the PV meridional transport ¢’v’ in one single
PV event, as is shown in figure , we see that there is a blue band north and
south of the MC track (shown as the black folded line), and red band around the MC.

Here, red indicates positive PV meridional transport and blue indicates negative PV

transport.

There are basically two aspects of PV transport (shown in figure @) One is
due to MC’s movement to the south. When MC is generated with negative relative
vorticity ¢, its left half has negative PV transport because v" > 0 and on its right
half there is positive PV transport. Then when MC starts southward movement, v’
of its left side diminishes, and v of its right side strengthens. Therefore positive PV
transport dominates, this is why red band surrounds MC in figure . The other is
PV transport around the MC, being positive on the right margin and negative on the
left margin of MC. And as MC starts to move south, the positive marginal transport
on the left becomes negligible, and negative marginal transport on the right amplifies
and becomes a semi-cycle around the MC. Taken zonal average, the first effect is
larger than the second effect, so PV transport profile around MC is first negative,
second positive, and then negative along y axis. Therefore, as MC moves from north
to south crossing a certain latitude, 8@/ dy is positive and then negative, which
means the zonal averaged PV along the way first decreases and then increases. This

is Euler’s view of PV transport.
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4.2 PV Staircase

Due to our parameterization, MCs are always generated in the lowest parts in the
domain, which is north of the jet band it’s about to cross. And it is also a short
distance from the steep part BC of PV staircase (illustrated in figure and @
). Whenever one MC is generated on a "staircase” AB, it moves across the joint
part BC between the two staircases, and it usually disappears on the next staircase
CD lower than AB. Once it is generated, it takes air parcels with large PV along to
the south and they are replaced by air parcels from the staircase CD. As a result, a
regional part of staircase AB is exchanged by part of CD, and this can be seen as a
perturbation of Rossby wave on the staircase. The air parcels with large PV is mixed
with MC itself on CD. Therefore, it appears that MC "takes” out PV on joint part
BC while in fact there is a transportation and a mixing scheme. When taken zonal
average, it appears that BC is pushed a bit northwards and becomes gentler as MC

goes across. But it takes only a short time before BC is restored to its original slope.

When the MC, together with the air parcels it carries, goes further south, it
mitigates because of mixing and dissipation, and so does the air parcels. In all,
MC reduces the steep part of PV staircase by taking some of its air parcels away
and mixing with them in the southern part of the domain. The obvious result is
that when MC goes across the jet band, it "pushes” the jet to the north. There
is generally considerably lots of MCs being generated in the domain, and as they
goes southwards, crossing the jet bands to their south, they push every jet band
in the domain northwards continuously, which appears that the jet bands migrate
from south to north. The negative PV forcing of MCs must be balanced by positive
radiation forcing S,. More concretely, the radiation forcing drives PV all over the
domain to increase uniformly, and in order to maintain conservation of PV, MCs are

generated with negative PV, to balance the radiation forcing.

We assume that although MCs are the force that drives zonal jets to migrate, single
convection has little effect on the PV staircase pattern. Thus zonal jet structure, also

the PV staircase, stays the same after the model converges from initial stage to zonal
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Figure 4-4: Diagram of PV staircase migration. Horizontal axis is y coordinate,
and vertical axis is PV. Figure (a) shows when MC with negative PV is formed on
staircase AB, it moves to the south with a velocity v,,.. Figure (b) shows that, after
the PV transportation adjustment, the sloppiest part BC is pushed northwards to
B’C’, while staircase platforms AB and CD remain the same. Note that this is just a
portion of the whole PV profile, and the effect of one-time MC migration is small, if
not negligible.
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stream stage (shown in figure @ (a) and (d)), although they are pushed northwards
intermittently by MCs. The PV staircase tends to increase because of radiation,
and go northwards because of the MC transportation effect and staircase reconstruct
scheme we mentioned above. As a result, the staircase ascends from lower left to

upper right while remaining in the same periodic shape (figure @)

4.3 Migration Speed

In this part we show that the migration speed’s relationship with S, /beta, and the fact
that this relationship is also affected by § and L4. The migration speed of each jet
band is constant over the runtime. Therefore we choose one strong jet band emerging
not too faraway from the southern boundary, and follow the point on it with fastest
speed as a tracer. Then we take linear regression in t-y plane to get the migration
speed.

According to the expression of PV, the basic slope of PV field should be § in
y-pv plane (see also figure ) From figure we can see that migration speed
is positively related with S, and reversely related with 5. The zonally averaged PV
profile is constrained to a staircase-like shape in y-PV plane, which requires that he
two schemes moving the staircase, radiative forcing, and MC forcing, has to balance
with each other. In y-PV plane, the radiative forcing moves the staircase upwards
while MC moves the staircase rightwards. The overall speed vector should be along the
[ slope, therefore, theoretically, the migration speed that we see in the physical world
should be the projection of this vector on y axis. We then introduce w,,;; = S,/ as a
predictor of migration speed. However, the migration speed is not simply proportional
to the reciprocal of 5, and is also affected by  and Rossby wave number, which is
determined by L, (figure )

For convenience, we separate each stair step in PV staircases into two parts, one
is the "slope” connecting two levels of the stair, and the other is the "even platform”
on each level. Also we divide the integrated speed of zonal averaged PV profile in

y-PV plane into effective MC migration speed, which results from PV transportation
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Figure 4-5: The scatter plot of migration speed’s dependence on L, and 3. The left
figure (a) shows that migration speed is positively correlated with § and negatively
correlated with L,;. On the other hand in (b), when divided by ., = S,/3, the
value migration speed over w,,;, shows a reverse relationship with § (please note
that (a) and (b) are presented from different angles to see more clearly), that is,
the migration speed decreases more slowly than 57!, And the migration speed is
positively correlated with Ly as well.

of MCs, and effective radiation migration speed S,(s72). We found two effects that
strike influence on the deviation of actual migration speed from w,,;,: (1) Multiple
gradients of the even planes corresponding to different [ selection; (2) the efficiency
of interaction between small scale turbulence and large scale wave flow, determined
by Ly and R,,..

First, according to figure @, the even part in each PV staircase profile is not
horizontal, and is influenced by 3, as larger § results in larger gradient of the even
platform in y-PV plane. Therefore, when a single MC goes across a jet band, it will
force the "slope” part of the staircase to move along the even plane’s slope, causing
the effective MC migration speed of the PV profile to be not in the horizontal right
direction, but upper right direction along the platform slope. In this scheme, given the
radiation effective migration speed S, and even plane slope %, the actual migration
speed is given by u,;, = S,/(8 — k'), which is larger than w,,,. &’ increases when (3
increases.

Second, migration speed has a positive correlation with Rossby Deformation Ra-
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Figure 4-6: Zonally averaged PV gradient plot taken in 3.17 years after initiation.
Each panel from top to bottom, left to right has  equaling to 8.52, 6.02, 4.26, 3.01,
2.13, 1.50 x 107 2m~1s~!. When B increases, the gradient of each platform on the
staircase increases, and so does the migration speed.

dius L4, as is shown in figure @ In our experiments, when L; is small, Rossby
wave propagation speed is slower than when L, is large, which makes zonal jets more
constrained. And MCs seem to move more slowly to the south when L, is small com-
pared with large Ly values. We put forward a plausible explanation: in experiments
of small L, values, constrained Rossby wave patterns makes southward movement of
MC difficult, so that one single MC has to spend more time in the jet band, where
its marginal transportation of air parcels stalled because of mixing and dissipation.
Therefore one MC is not capable to move as much northern PV to the south as when
Ly is large. And as MC move slowly in y direction, they can’t cross multiple jets and
carry out more MC transportation effects before being dissipated into the domain.
In other words, when L, is large, MC carries out multiple migration effect so that

the zonal jet migration speed is faster.

The fact that migration speed has to do with Rossby deformation radius has strong
implications in geophysical fluid dynamics. In 2D geostrophic turbulence system,
the zonal large scale structure is obtained by the inverse energy cascade that small
scale injected energy tend to cascade into large scale, and the overlapping scale is
expressed in the Rhines scale. However, it is not certain that how fast this cascade

goes; in other words, how fast does vortexes merge into large zonal structure from

56



their original scale? In our model, the Rossby wave on zonal jets differs significantly
with the deformation radius Ly, where wavenumber increases with increasing Ly. We
therefore introduce the wavelength scale, A. In figure @ and figure , where R,,.
is set to 1000km, A\ approaches R,,. as Ly increases. This lead to another explanation
of the migration speed: when A is near scale of the vortexes, it is easier for the vortex
to transfer its energy into Rossby wave, and therefore it merges its negative PV
value more easily into the slope part of PV staircase, which makes migration speed
faster. If this was true, then the migration speed could be seen as an indicator for the
interaction rate of MC and large scale zonal structure. On the other hand, the Rossby
wavelength A seems to be determined by L4, but this awaits further experiments to

justify. And of course this scale may as well connected with the Rhines scale.
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Chapter 5
Jet Spacing

In our experiments, new jets emerge from the southern boundary while the old ones
disappear on the northern boundary. The jets migrate in a periodic pattern with
almost constant distances with each other, so that we can carry out statistic analysis
on their average spacings. Our method is first take the smoothed zonal average of
the zonal velocity in each time step, and calculate the distances between each peak
and valley. Then average over all time steps to get the jet spacing value and standard
deviation. The calculated value of jets pacing through all times at each L, and £ is
shown in figure m. Other parameters being equal, when L, is large, simulated

results have less jets, and therefore jet space becomes large.

As is mentioned in the introduction chapter, because of the anisotropy of 5 plane,
the latitudinal scale of zonal jet does not agree with the meridional scale, and ap-
proaches infinity as evolvement proceeds. However, the meridional scale can be seen
correlated with Rhines scale. The spacing of jets is also an indicator of meridional
scale. We find that deformation radius Ly, and the total forcing strength of one single
MC is related with jets spacing. For convenience, we introduce S;,; which indicates
the total PV forcing of one single MC. S;,; is given by:

2
TR T e

Sin = R2 Smc:
t T 12

Sampl (5.1)

Rhines scale is a good indicator of eddy-driven jets’ spacing. Rhine’s scale is given
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Figure 5-1: (a) The calculated average peak-to-peak and valley-to-valley jet spacings
in each experiments. The jet spacings show a slight decrease with increasing 8 and
L. This behavior coincides with our estimation of the Rhines scale p.3. (b) Actual jet
spacings divided by Rhines scale. The obtained value does not show obvious trends
with varying 8 and L4, and is constrained between 2.0 and 3.5. The 3D bar represents
the standard deviation of jet spacings.

by Lr = \/E , where U refers to eddy velocity. We approximate U with equation @:

RchmcSam l 1

U= 51 P (1 n R%w). (5.2)
Sif
Thus the Rhines scale is expressed as:
1/2
Sint 1

Lr = . 5.3
R QWRmcﬁ(]_-i—I:in;) ( )

d

In this equation, the jet spacing increases with decreasing L4, and it is also nega-
tively correlated with the moist convection radius R,,., and positively correlated with
the total PV forcing of one MC. The actual jet spacing acts similarly with Lg, (see
figure ), in that jet spacing divided by Lp is constrained regardless of changing

Ly and 3. Therefore Ly is a good approximation of jet spacing.

60



Chapter 6

Conclusion and open questions

This thesis introduces the theoretical background of Jovian atmospheres and 2D
geostrophic turbulence system on which our model is backed, and a brief description
on our modelling frame. Then we demonstrated, explained and discussed in detail the
decadal-scaled zonal jet migration phenomenon found in our prolonged integration
time.

In our jovian 2D turbulence system, the radiative energy has to be balanced by
moist convection. This can also be expressed by conservation of potential vorticity.
Radiative forcing moves PV staircase upwards while MC push it northwards by trans-
porting northern air parcels with large PV to the south. Therefore zonal jet migration
is a must when radiation forcing and moist convection forcing are to be balanced by
each other. According to this hypothesis, we introduced w,,;, = S,/ and found that
the actual migration speed is close to u;,, which confirmed our hypothesis of PV
transportation to explain dynamics of jet migration. We also explained the reason
why actual migration speed deviates from u,,;,: 8 and Lg.

The fact that Ly influences migration speed by controlling Rossby wavelengths
could have implications toward hidden dynamics of interaction between moist con-
vections and zonal jets. In our results, MCs cascade anisotropically to an infinite
x scale and a certain y scale similar to the Rhines scale which is discussed in the
previous literature, while showing a scale constant in x axis. The solution of Rossby

waves is not constrained to a single wavelength in the x axis, but our results showed
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an scale A controlled by Lg. Furthermore, this scale is determinative in the interac-
tion between MC and zonal jet, in that the nearer the MC’s scale R,,. is to A, the
easier MC gets torn apart by the Rossby wave, and the energy gets transferred from
turbulence to wave form.
The above discussions leave some open questions for further investigation:
o What determines the particular Rossby wavelength in the model? It seems to
be influenced by L4, but it is also generated from MC transferring cascading
from vortices to large-scale wave form. Thus there must be hidden dynamics

that governs the behavior of MC’s inverse cascade on a beta plane.

o Is the scale A related with the Rhines scale in the latitudinal direction? Rhines
scale can be interpreted as the jet spacing in the meridional direction, but there
are not counterparts in the latitudinal direction. Rossby wavelengths, on the
other hand, behaves quite similar to the Rhines scale as discussed in previous
chapters. Therefore A may quite likely be the candidate for Rhines scale in the
latitudinal direction.

o Is there zonal jet migration on Jupiter? From our experiments, the zonal jet
migrates in a scale of 107?m/s, thus it may be unlikely that we observe this
phenomenon from the available data we have. But whether the migration exists
or not, investigating jets’ behavior will be fruitful in the context of 2D turbu-

lence systems.
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Appendix A

Derivation of equation 4.1 & 4.2

We put zonal average over equation @, and we have the following equation:

O+ T VR ) = 5, + S (A1)

where vV?2( is averaged to zero because of periodical boundary condition in the
x direction and ( = 0 on boundaries in the y direction. As for each term in @,

J(¢, V) is given by:

TV0) =~ 50 + 5 (5 v)
— ()
o) (A2)
— )
— )+ W)
And Z(uw3%) = — 2900 (90) —  if we assume the y derivative and zonal average

is commutable. And we are talking about eddy momentum flux, whose time scale
is small compared with the adequate time for S, to have a large effect, and around

eddy, there is usually no other eddies around, so the terms S, and S, all equal to
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zero. thus we have:

o _
ot~ ay?

v'u').

—~

(A.3)
As for the eddy PV(potential vorticity) flux, we have from equation @:

0 o, o 0, 0y
8tQ+8y<q8x) ax(qay) (A.4)
where %(qg—‘;) = 0 and (%(qg—;f) = %(qv) = %(q’v’), because v = % = 0 for the
boundary conditions, and v/ = 0. Therefore we have:
0 0
—q=——(7¢"). A5
71" "oy (v'q') (A.5)
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Appendix B

Approximation of U, in equation

0.2

We rewrite equation Ell as follows:

%(V%p — k2 + By) = S(r,t) + S, + vV (B.1)

In this equation, S, and ¥V?¢ has only long-term effect, and By is dominant only on
magnitude of the whole domain. Thus these three terms are neglected when discussing

eddy velocities. Integrating both sides for one convection’s time, we have:

7’2

)

(V2¢ - k?iw)convection = ampl(1 - (B2)

We solve this equation when k; ~ 0 and k2¢ > V?¢ corresponding to L, being

relatively large and small compared with zonal jet structures. When k; ~ 0, equation

@ becomes:
10, oY r?

r (97”< )w Sampl( RTm,c) (B-B)

The solution is U = 8—¢ = W, and when k21 > V%), equation @ becomes:

7,2

- kdw Sampl ( R2

) (B.4)
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U is then solved as U = Symp/(3k3Rme). Interpolate between these two solutions

gives equation .
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Appendix C

Parameter exploration

C.1 Experiment description

We have done several series of cases to inspect the impacts of parameterization factors,
including deformation radius Ly, 3, convection radius R,,., convection active time

Tne, and convection amplitude Sg,,,p. The relationship of migration speed and spacing

with Ly, 6 and S, is shown in figure and @

In order to test our hypothesis that we should keep integrated vorticity source
Sme to maintain similar pattern, we varied parameters but kept S,,. the same all the
time. Figure @ shows the cases where we keep Sy the same and vary Ly and R,
together with T,,., when figure @ shows cases when we keep T, the same and vary

Ly and R,,. together with Sg,,,;. The parameters were chosen according to table @

and table @
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Rnc(km) | Tre(days) | Sampi(10712572)
500 7.87 3750
1000 1.97 3750
2000 0.49 3750
4000 0.12 3750

Table C.1: We set Sy, constant in this series of experiments, and vary Ly from

500 x 10%km to 16000 x 103km by factor of 2 for each set of Ryc, Tine and Sapmpi

Rune(km) | Trne(days) | Sump(10-12572)
250 1.97 60000
500 1.97 15000
1000 1.97 3750
2000 1.97 937.5
4000 1.97 234.4

Table C.2: We set T,,. constant in this series of experiments, and vary Ly from

1000 x 10%km to 8000 x 10*km by factor of 2 for each set of Rye, Thne and Sympi

C.2 Figures

68



SH(107-12 s7-2)

iR T

0.0156

0.0313

0.0442

0.0625

beta (1012 m*-1 s”-1)

8.52 6.02 4.26 3.01 213

Figure C-1: A series of experiments finding out the impacts of radiation forcing S,
and . The vertical axes indicates decreasing order of S, while the horizontal axes
indicates different 8 of an increasing order. It is clear that increasing .S, or decreasing
£ will all result in larger migration speed. At the same time, jet spacing does not
appear to be affected by these two parameters.
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Figure C-2: Another series of experiments when we vary Ly in the vertical axes and [
in the horizontal direction. Although it is certain that g affects the migration speed,
there is a positive correlation between L; and migration speed. On the other hand,
the jet spacing increases with decreasing 8 and increasing L4, which corresponds to
the Rhines scale, which is approximated via equation p.2.
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Figure C-3: A third series of experiments finding out the impacts of deformation ra-
dius Ly and the radius of convective events R,,.. The vertical axes indicates decreasing
order of L4, while the horizontal axes indicates different R,,. of an increasing order.
When varying R,,., we keep integrated convection source S;,; the same by varying
T, at the same time. The blank portion when R,,. = 500km is when the model
"blows up”. We can see in the second and third column that as R,,. increases, jets’
spacing becomes narrower, which agrees with our prediction of Rhines scale @
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